
Learning to Import through Production Networks
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Abstract

Using administrative data on the universe of inter-firm transactions in Spain, we

show that firms learn to import from their domestic suppliers and customers. Our

identification strategy exploits the panel structure of the data, the firm-time vari-

ation across import origins, and the network structure. We find evidence of both

upstream and downstream network effects, even after accounting for sectoral and

spatial spillovers. We estimate that an increase of 10 percentage points in the

share of suppliers (customers) that are importing from a given region increases the

probability of starting importing from that region by 10.7% (19.2%). Connections

with geographically distant domestic firms provide more useful information to start

importing. Larger firms are more responsive to this information but less likely to

disseminate it.
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1 Introduction

A large body of literature emphasizes the importance of firm heterogeneity in terms of

productivity and destination-specific entry costs for explaining the selection of firms in

international markets. After concentrating on the firm-level export behaviour (Melitz,

2003; Eaton et al., 2011), the research agenda has also focused on firms’ international

sourcing decisions (Halpern et al., 2015; Antras et al., 2017; Lu et al., 2024). Under-

standing the determinants of firms’ importing behaviour is crucial because intermediate

inputs represent approximately two-thirds of world trade (Johnson and Noguera, 2017),

and imports are important for firm performance (for instance Amiti and Konings (2007);

Kasahara and Rodrigue (2008); Halpern et al. (2015); Bernard et al. (2019), among many

other papers).

In their structural analysis of importing Antras et al. (2017) highlight the importance

of accounting for heterogeneity at the firm-import origin (i.e., country) level to explain

the observed empirical patterns of importing at the extensive margin. In this paper, we

examine firms’ decisions to start importing from a specific origin, focusing on an unex-

plored source of firm heterogeneity that operates at the firm-origin level: a firm’s position

in the domestic production network. We hypothesize that when exchanging goods and

services, firms may also share valuable information about importing from specific coun-

tries or geographic regions. This includes information about potential foreign trading

partners, such as price, quality, and trustworthiness, as well as specific know-how related

to the informational component of fixed trade costs, such as understanding institutional

conditions, corporate culture, business practices, and other non-tariff barriers affecting

market access.

We empirically investigate the diffusion of information about importing through the

domestic production network using a dataset provided by the Spanish Tax Agency (AEAT),

which contains data gathered from Value Added Tax (VAT) declarations. This dataset

includes anonymized information about the basic characteristics of the whole population

of Spanish firms, together with the value of their imports for two aggregate geopoliti-
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cal areas (EU and extra-EU) and all annual domestic transactions between them in an

amount larger than 3,005 Euro. By leveraging this dataset, we construct the empirical

Spanish domestic firm-level production network for each year during the 2010–2014 pe-

riod. We then empirically examine whether the (geographical, i.e. area-specific) import

experience of a firm’s domestic trade partners, differentiating between its providers and

customers, is relevant for explaining its decision to start importing (from this area).1

We distinguish between spillovers coming from suppliers (downstream effect) and cus-

tomers (upstream effect) because they may have different incentives to share such infor-

mation with the firm, and they may also transmit different information. On the one hand,

a firm may be willing to share information on potential import opportunities with its sup-

pliers in order to enhance the quality or decrease the cost of the sourced inputs, while

suppliers may be reluctant to disclose such information to their customers, as it may put

them at risk of being supplanted by foreign providers.2 On the other hand, the relevance

of information about potential foreign suppliers is likely to be greater when it comes from

suppliers rather than customers, given their upstream position in the production chain.3

Hence, a priori, it is unclear whether one should expect forward or backward linkages

to be a relatively more important source of information spillovers related to importing

opportunities and know-how.

We estimate these peer effects in a linear-in-means framework (i.e. Bramoullé et al.

(2009)), therefore assuming that a firm’s decision to start importing from a given ori-

gin/area is affected by the firm’s characteristics, a weighted average of its peer charac-

teristics, and the weighted averages of the dichotomous importing status (importer or

not) of its peers. In our benchmark specification, each supplier (customer) of the firm is

1We focus on firms’ importing behaviour at the extensive margin, i.e., import starters, and leave the

investigation of the intensive margin for future work.

2This is consistent with the estimates in the literature suggesting that the intermediate inputs tend

to be substitutes (see, for instance, Carvalho et al. (2021); Huremovic et al. (2023))

3For instance, Carvalho and Voigtländer (2014) and Chaney (2018) (in the online appendix) highlight

the importance of existing suppliers in finding potentially useful inputs.

2



weighted equally, and we normalize the weights to add up to 1. Therefore, the weighted

average of the importing status of suppliers (customers) is the share of suppliers (cus-

tomers) that import from a given origin. Unlike the standard linear-in-means setting, we

assume that peer effects operate with time lag – it takes time for a firm to utilize the

import-relevant knowledge acquired from its peers. The same assumption is made in the

papers by Bisztray et al. (2018) and Corcos and Haller (2023), which we discuss later at

some length.

There are several well-known challenges in estimating the linear-in-means model. The

most important problem derives from the possible existence of correlated effects. Cor-

relation in outcomes among peers may arise due to endogenous choice of peers or to

common shocks. This problem generally occurs when a correlation exists between peers’

unobserved characteristics. The second issue is the reflection problem, which prevents

separate identification of the impact of peers’ outcomes (endogenous peer effects) and

peers’ characteristics (contextual peer effects) whenever the peer effects are contempo-

raneous. As explained below, we tackle these issues by combining different strategies

pursued by the literature addressing identification problems in estimating network peer

effects (see Bramoullé et al. (2020) for an excellent review of this literature).

As mentioned, we assume a delay in peer effects since we expect information diffusion

to take time. This assumption practically makes the reflection problem inconsequential

in our setting since it breaks the simultaneity of endogenous peer effects and a firm’s

decision to import. To deal with the issue of correlated effects, we start from a commonly

made assumption that the network is conditionally exogenous, and we apply it to a panel

data context, a setting that is surprisingly uncommon in the literature on peer effects in

networks. By exploiting the panel structure of our data, we control for a substantial set

of observable and unobservable characteristics. In our preferred specifications, we control

for firm×year and import-origin×firm-industry×firm-location×year fixed effects. This

demanding set of fixed effects accounts for multiple channels through which the issue of

correlated effects might influence the estimation of peer effects. It includes geographical

and industry-level shocks, as well as potential correlations among unobservable factors
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impacting peer-importing behaviour that are not origin-specific, such as for instance,

demand or productivity factors.

Our identification of spillovers relies, therefore, on the import-origin variation in the

share of importing neighbours that is independent of their geographical and sectoral

distribution, and of the time-varying characteristics (but not import-origin specific) of

the firm and its neighbours. Consequently, any potential residual threats to identification

must manifest at this nuanced level of variation. To address them, we exploit the network

structure. In particular, we show how the importing status, at t− 2, of a firm’s suppliers

of suppliers (customers of customers) that are neither that firm’s suppliers nor customers

can be used as a valid instrument for the firm’s suppliers’ (customers’) importing status

at t−1. Finally, in order to mitigate the issue of network endogeneity we fix the network

by considering only supplier-customer connections that appear in the dataset throughout

2010–2014.

In our preferred specification, which combines the most demanding set of fixed effects

(i.e., firm×year fixed effects and import-origin×firm-industry×firm-location×year fixed

effects) with our IV strategy, we find that an increase of 10 percentage points in the share

of suppliers (customers) that are importing from a given origin increases the probability

of starting importing by 10.7% (19.2%). As already explained, a priori it is unclear

whether one should expect that the downstream diffusion of information going from

suppliers to customers should be be greater or smaller than the upstream counterpart

flowing from customers to suppliers. Indeed, we find that although the point estimate of

the upstream effect is nearly twice that of the downstream effect, the difference is not

statistically significant. This suggests that the potentially higher relevance of information

from suppliers is balanced by their weaker incentives to share the knowledge. Another

interesting finding is that the spillover effect is estimated to be important only for the

more specialized import origin-specific knowledge, as we do not find evidence of peer

effects for non-origin-specific importing.

Our analysis reveals significant heterogeneity in upstream and downstream effects. We
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find evidence that larger and more productive firms absorb and utilize import-relevant

information better. They are, strategically or not, less effective in disseminating the

information. The spillovers are stronger when coming from firms in the same industry due

to the similarity in production technology. Interestingly, connections with domestic peers

that are geographically distant provide more useful information for importing. Given the

localized nature of production networks, this is consistent with the ”strength of weak

ties” effect postulated in Granovetter (1973) in the context of social networks.

The remainder of the paper is organized as follows. Section 2 situates our study

within the existing literature. Section 3 describes the data, while Section 4 outlines the

empirical strategy. Sections 5 and 6 present the results. Finally, Section 7 summarizes

our findings and discusses potential directions for future research. Tables containing the

results are provided in the Appendix.

2 Relation to the Literature

Since the seminal paper of Rauch (1999), trade information frictions and the role of

networks in overcoming them have been studied theoretically and empirically (Chaney,

2016). Forming a new trade relation typically requires substantial effort in gathering

information that is not freely available but is acquired through search and learning efforts.

Indeed, to start to trade, firms first need to be aware of the existence of a trading

opportunity. Once the potential trading partner has been identified, there are additional

obstacles to establishing a successful trade relationship, including learning how to do

business in the presence of non-tariff barriers (safety regulations, formal trade procedures,

etc.) and issues related to incomplete information (Allen, 2014). For example, a firm’s

decision to start purchasing an input from a new provider is always, to some extent,

characterized by uncertainty about the ability of the potential seller to fulfil its needs in

terms of price, quality, and delivery (Rauch and Watson, 2003) and about the cost of

integrating the outsourced input into the production process.
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Knowledge spillovers are an important topic in the international trade literature. The

knowledge spillovers associated with importing have been theoretically and empirically

explored, although receiving significantly less attention than those associated with ex-

porting. For instance, Allen (2014) shows that, in the context of regional agricultural

trade flows in the Philippines, producers/sellers’ search costs for acquiring information

about market conditions in other locations can explain about half of the observed price

dispersion across regions. Related to our study, a few papers provide theory models in

which firms use their connections as a source of information to form new trade relations.

For instance, in Rauch and Watson (2004), agents with networks of foreign contacts

have the option to either leverage these networks for their own production or offer them

for use by others while Chaney (2018) provides a stylized model in which symmetric

firms can buy information about new suppliers from the current suppliers for a fixed and

exogenously given price.

Although importing has been shown to be crucial for determining firm productivity

and export outcomes,4 there are only a few papers that empirically study knowledge

spillovers in importing. López and Yadav (2010) finds that, for Chilean plants, the

probability of importing is increasing in the number of importers in the same region.

Bisztray et al. (2018) use a very fine-grained definition of neighbourhood (i.e., being in

the same building) considering all types of imported products in the town of Budapest,

4Imported inputs have been recognized as one of the main sources of technological diffusion and,

consequently, of productivity growth (Coe and Helpman, 1995; Keller, 2002). Bernard et al. (2009) and

Castellani et al. (2010) demonstrate that the heterogeneity among importers is significant, highlighting

notable differences between importers and non-importers. The use of foreign intermediate inputs in-

creases productivity due to the higher quality of the foreign technology embodied in imported inputs

and to the complementarity between foreign and domestic inputs (Amiti and Konings, 2007; Kasahara

and Rodrigue, 2008; Halpern et al., 2015). The literature also suggests that the use of foreign interme-

diates promotes quality upgrading (Kugler and Verhoogen, 2009, 2011), the introduction of new final

products (Goldberg et al., 2010; Colantone and Crinò, 2014) and R&D investments (Bøler et al., 2015).

The literature on firm-to-firm trade has emphasized the importance of having more and better suppli-

ers for the performance of downstream firms both in domestic and international production networks

(Chaney, 2018; Bernard et al., 2019; Bernard and Moxnes, 2018).
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while Békés and Harasztosi (2020) concentrate only on machine imports but analyze

the whole territory of Hungary. Both studies provide evidence of import spillovers and

highlight that their significance grows with proximity to peers. Additionally, Corcos

and Haller (2023) shows that removing Multi-Fibre Agreement quotas leads firms to

import more in commuting zones with a higher concentration of importing peers. All

this literature focuses on spatial spillovers and does not consider information transmission

through the production network as a potential determinant of importing. Furthermore,

by not studying information propagation via buyer-supplier connections, these papers

cannot leverage the intransitivities in the network structure to disentangle peer effects,

which we crucially exploit in our identification strategy.

Our paper also relates to the recent literature on firm-to-firm trade. Focusing on do-

mestic production networks, Bernard et al. (2019) proposes a model in which downstream

firms search for suppliers with fixed search costs, while in Carvalho and Voigtländer

(2014), firms search for new inputs through vertical connections. Eaton et al. (2022)

and Eaton et al. (2024) model transnational business relationships by resorting to search

frictions and random matching. In these frameworks, search costs depend on search

intensity and the number of accumulated successful matches. In Hanwei et al. (2024),

buyer-supplier matching is characterized by fixed costs paid by the buyer proportional

to the number of providers, among which the firm can choose within a given origin

country-industry. We contribute to this literature by empirically investigating a specific

and important channel through which firms search and find foreign suppliers – domestic

production network.

The paper that is closest to ours is Dhyne et al. (2023). The authors use Belgian

data on firm-level production networks to study peer effects in exporting. While both

their paper and ours consider information transmission through production networks, our

approach differs from theirs in several important ways, a few of which we highlight here.

Our focus is on importing – a significantly less studied topic in international trade. As

noted by Antras et al. (2017), decisions to import are inherently more complex than deci-

sions to export. In contrast with selling in foreign markets, incorporating foreign inputs
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into production processes affects marginal costs, with this impact depending intricately

on the firm’s current input mix. This complexity may partially explain why importing

has received less attention in the literature. Furthermore, the incentives for domestic

suppliers and customers to share information with other firms depend on whether the

information pertains to imports or exports, and so happens with the relevance of that

information in each case.5 While Dhyne et al. (2023) focuses on learning from customers

only, we find significant information transmission from both suppliers and customers.

Methodologically, Dhyne et al. (2023) employs a similar identification strategy to ours:

a combination of multidimensional fixed effects and instruments leveraging the network

structure. However, their analysis does not account for geographical and industry-level

spillovers. We show that neglecting these factors can lead to overestimating downstream

and upstream effects. Finally, we provide explicit conditions under which the previous

importing behaviour of distant network connections can serve as a valid instrument to

address issues of correlated effects, an aspect absent in Dhyne et al. (2023). Our approach

and findings, therefore, complement those in Dhyne et al. (2023).

In a nutshell, our contribution to the literature can be summarized as follows: we

study yet unexplored firm-level sources of heterogeneity in importing arising from pro-

duction network spillovers. Thanks to the richness of the data at our disposal, we go

beyond the spatial and the aggregate input-output dimensions of spillovers. To the best

of our knowledge, we are the first to provide empirical evidence that information relevant

to importing propagates through supplier-buyer connections in a domestic production

network. We show that both upstream and downstream propagation are significant, and

5As discussed before, domestic suppliers may hesitate to disclose potential foreign suppliers to avoid

being replaced, while domestic customers might share such information to try to improve the quality or

reduce the price of the inputs sourced domestically. Instead, in the case of exports, domestic suppliers

may be interested in increasing the sales of their buyers to stimulate their derived demand for the

intermediate inputs they sell to them. At the same time, customers may not wish to transmit the

knowledge to their suppliers as exporting may increase suppliers’ bargaining power in their relationship.

Finally, information coming from suppliers (customers) could be more relevant for importing (exporting)

due to their upstream (downstream) position in the network.
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we also document important heterogeneities in such propagation effects.

3 Data

Spanish businesses and individuals operating as professionals are required to adhere to the

Value Added Tax (VAT) regulations. As part of their yearly tax reporting to the Span-

ish tax authority (Agencia Estatal de Administración Tributaria, AEAT), they disclose

all financial transactions with third parties that exceed a total of 3,005 Euro annually,

using the M.347 form.6 We have access to this confidential dataset of all firm-to-firm

transactions subject to VAT from 2010 to 2014.

While the VAT data we have access to is anonymized, we have information on some

important firms’ characteristics: type of legal entity, sales, number of employees, industry,

labour costs, location at the zip code, and the annual value of trade flows (import and

export) with EU countries and with Non-EU Countries.7 We focus on firms classified as

corporations (NIF type code A)8 and limited liability corporations (LLCs, NIF type code

B). We also exclude financial sector firms from the data because of the idiosyncrasies

of the financial sector.9 Using the VAT data we construct the production network of

6More information available at: https://www.agenciatributaria.gob.es. Some firms also report values

that are below 3005 Euro.

7When data on certain firm characteristics are missing for a given firm-year, we impute the missing

values using either the previous year’s data for the same firm or the median value of the variable within

the firm’s sector. This imputation strategy does not affect our main results, as these variables are

absorbed by fixed effects in our preferred specifications. Importantly, we do not perform any imputation

for our key variables of interest — imports from the EU and from outside the EU.

8Tax Identification Number (NIF) in Spain is the alpha-numeric ID needed by an individual or a

legal entity to do any procedures that may have any relevance for the Spanish Tax Agency. We observe

only the first character of the NIF (NIF type code), which enables us to distinguish between different

types of legal entities.

9Concretely, we exclude financial firms that, according to the IAE (Impuestos sobre Actividades Eco-

nomicas) classification, are classified as (a) instituciones financieras, (b) seguros, (c) auxiliares financieros

y seguros, (d) actividades inmobiliares.
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Spanish firms. This network is directed and consists of nodes representing firms. We say

a connection j → i exists between supplier firm j and customer firm i in year t if j sells

intermediate input to i in that year.

Our initial dataset consists of, on average, 831,525 firms observed from 2010 to 2014.

We consider only firms active in all years from 2011–2014, which results in a balanced

panel of 611,996 firms, with an average of 8,671,919 yearly connections. We then restrict

to stable connections, focusing on those that persist each year throughout 2011-2014,

potentially missing in one year only – in which case we impute this link for the missing

year. This reduces the number of firms to 575,896 (5.9% reduction). Such a restriction

to stable links reduces by 41% the sample of links being considered, while the eliminated

links account for only 15.8% of the overall firm-to-firm trade.10

Our focus on stable links is motivated by two key considerations.11 First, we believe

that repeated interactions between trade partners, resulting in largely persistent connec-

tions, are more likely to facilitate information transmission and generate positive cost

externalities. In contrast, for suppliers or customers whose interaction is relatively short,

there is limited opportunity for learning or synergy. Second, if we allowed for short-lived

connections that are formed and destroyed during the period under consideration, this

would raise issues related to network endogeneity in our estimation. To abstract from

these issues, we focus on a persistent network structure, thus ensuring no changes in the

network topology during the entire period of our analysis. In the end, our sample em-

bodies a balanced panel representing a network with 575,896 firms and 5,087,373 annual

links for the period 2010–2014. We observe firms in 9,014 different zip codes and 287 IAE

industries. We define this sample as our main sample.

10For firms that do not appear in 2010 but appear in all years 2011–2014, we impute the value of the

variable from 2011. The results are very similar if we exclude 2010 from our analysis.

11Results obtained without applying this restriction for the population of firms belonging to the

Spanish region Valencian Community confirm the main findings of the paper.
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3.1 Import starters

Since the outcome of interest is starting to import, our analysis sample is restricted to

potential import starters. Specifically, following Bisztray et al. (2018), the analysis sample

is structured as a three-way panel (firm, import origin, year) that includes observations

where a firm in the main sample has not yet imported from the specified source country

(EU vs. non-EU) up to the previous year. As shown in Table 8 for the baseline year

2010, compared with the firms not observed to start sourcing inputs from abroad, import

starters tend to be bigger, more productive, and have more suppliers and customers. In

Table 9, one can also notice that firms that start to import tend to have a higher number

and a higher proportion of peers that are importing compared to firms that do not begin

importing.

4 Empirical model

In this section, we describe our empirical strategy. The outcome of interest is a firm’s

beginning to import from a specific origin. We aim to examine the impact of the importing

experience of the firm’s peers in the production network, whether suppliers or customers,

on this outcome. Our central hypothesis is two-fold. First, we posit that successful

importing relies on import-specific knowledge. Second, we suppose that firms connected

in the production network, besides trading goods, also exchange information relevant to

importing. As a result, we expect that companies are more likely to start importing if their

peers have importing experience and can, therefore, convey import-relevant knowledge.

Furthermore, we also conjecture that this knowledge is likely to be more significant when

it pertains to importing from a specific region or country of origin. Finally, as in Bisztray

et al. (2018), we assume that the effect of such information diffusion comes with a time lag

– that is, it takes time for a firm to utilize such acquired knowledge and start importing.

Since firms typically interact differently with customers and suppliers, we distinguish

between the effects attributable to each peer type, situated downstream (customers) or
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upstream (suppliers), respectively. On the one hand, a firm’s customers can be expected

to have a strong incentive to share information concerning more suitable or productive

input suppliers since they would benefit from potentially cheaper or higher-quality in-

termediate inputs. On the other hand, the firm’s suppliers lack this incentive and may

try to withhold such information out of the concern of being replaced by other foreign

suppliers. However, it is also intuitive that those considerations may be counterbalanced

by the relative relevance of the information stemming from customers and suppliers. The

information regarding potential foreign suppliers may be more valuable when it originates

from suppliers rather than customers, given their position upstream in the production

chain. Overall, therefore, it is unclear whether one should expect forward or backward

linkages to be a more important source of information spillovers related to importing

opportunities and know-how.

To proceed formally with the analysis of the problem, let us think of the production

side of the economy as a directed network among the set N = {1, 2, ..., n} of firms of the

economy. Formally, this network is represented by an adjacency matrix G = (gji)
n
j,i=1,

we assume gji ∈ {0, 1}, where gji = 1 means that j supplies input to firm i.12 Then, we

start with the following empirical equations, for every i that is a potential import starter

in each period t (as defined in Section 3):

yi,t = α + βD
1

d−i

∑
j∈N−

i

gjiyj,t−1 + βU
1

d+i

∑
j∈N+

i

gijyj,t−1 +
K∑
k=1

γkxk
i,t+

K∑
k=1

δkD
1

d−i

∑
j∈N−

i

gjix
k
j,t−1 +

K∑
k=1

δkU
1

d+i

∑
j∈N+

i

gijx
k
j,t−1 + FE + εi,t.

(1)

where

• yi,t ∈ {0, 1}, is the indicator for firm i importing at year t

• xk
j,t stands for the kth characteristic of firm j at t, with k = 1, 2, ..., K

12We have also considered a specification where the weights reflect the relative importance of suppliers

(customers) for a given firm, measured by the value of bilateral trade between them. The results are

qualitatively similar. We decided to use uniform weighting because it facilitates the interpretation of the

results.
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• gji ∈ {0, 1} indicates whether j is a supplier of i (gij = 1) or not (gij = 0).

• d−i and d+i denote, respectively, the indegree and outdegree of firm i in the produc-

tion network, i.e. the cardinality of its set of suppliers N−
i = {j ∈ N : gji = 1} and

customers N+
i = {j ∈ N : gij = 1}.13

The main coefficients to be estimated are βD and βU that measure the effects of the

weighted import experience of the suppliers and customers of i on i’s import status.

We refer to βD as the downstream (or supplier) peer effect since it captures an effect

that propagates downstream from suppliers through the network, while βU is called the

upstream (or customer) peer effect as it captures an analogous effect that propagates up-

stream from customers. The coefficient γk reflects the effect of a firm´s own characteristic

on the outcome, whereas coefficients δkD and δkU capture the effects of a network-based

average of peers’ characteristics. As we shall discuss later, we estimate different specifi-

cations of (1) that rely on alternative combinations of firm, time, location, industry, and

origin-of-import fixed effects (FE).

The empirical specification (1) can be, for instance, motivated by a model in which the

fixed costs of importing depend on the characteristics and actions of network peers. More

specifically, the main assumption is that the entry cost into a foreign market decreases

with the relevant importing-related information that can be gathered from network peers.

In this respect, it is worth noting that our linear-in-means formulation makes a twin as-

sumption that is common in the literature on network-based learning models (see, e.g.,

Bala and Goyal (1998); Acemoglu et al. (2010); Golub and Jackson (2010)) – namely,

that peer effects depend on the network-weighted outcome of the peers in a linear fash-

ion. The fact that the relevant peer magnitude is taken to be the average outcome of

peers is akin to the feature posited by Jackson and Wolinsky (1996) in the context of

scientific collaboration; it reflects the natural idea that the intensity of interaction with

each peer (supplier or customer in our case) is likely to decrease with the number of

13Note that 1
d−
i

∑
j∈N−

i
gji = 1

d+
i

∑
j∈N+

i
gij = 1. Therefore 1

d−
i

∑
j∈N−

i
gjiyj,t−1 and

1
d+
i

∑
j∈N+

i
gijyj,t−1 are, respectively, the shares of suppliers and customers importing at t− 1.
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peers.14 Since, as it will be clear from the Section 4.1, our identification relies on the

inclusion of multidimensional fixed effects, we use the linear probability model.15

In the context of linear-in-means models, the effect of peers’ characteristics (observed

and unobserved) is known as contextual peer effect (δkD and δkU in (1)), while the effect of

peers’ outcomes is known as endogenous peer effect (βU and βD in (1) ). When these peer

effects are contemporaneous, the simultaneity of the outcomes leads to the well-known

reflection problem (Manski, 1993), which impedes the identification of endogenous and

contextual peer effects.16 As already mentioned, based on the idea that information

diffusion is expected to take time, we assume a delay in the materialization of peer

effects. Specifically, we suppose that it is the previous year’s peers’ import experience

that has an effect on firms’ decisions to import. Practically, this makes the reflection

problem inconsequential in our case, since it breaks the simultaneity of endogenous peer

effects and a firm’s decision to import.

Such a delay, however, does not resolve another challenge that can compromise the

identification of peer effects, i.e. the issue of correlated effects. These arise when firms

connected in the network experience common shocks or share similar unobserved char-

acteristics, thus leading to potential biases in estimating peer effects. In Section 4.1, we

14Alternatively, one could consider a linear-in-sums model, where peer effects are captured by the

number of importing suppliers and customers. This assumption may be inappropriate for at least three

reasons. First, the bigger firms tend to have more suppliers/customers, and therefore, the treatment

would mechanically be correlated with the firm’s size. Second, as explained in Bramoullé et al. (2020),

the identification of peer effects in linear-in-sum models implies a correlation between the intensity of

treatment and the number of peers that has problematic implications for the identification of peer effects

in certain settings. Finally, as already mentioning when referring to Jackson and Wolinsky (1996), the

intensity of communication with each peer is likely to be decreasing with the number of peers.

15See Boucher and Bramoullé (2020) for an in-depth discussion of linear probability models in the

context of estimation of peer effects in networks.

16Several studies – including Bramoullé et al. (2009), De Giorgi et al. (2010) and Lin (2010) – charac-

terize the conditions that, when agents interact in a network allow one to tackle the reflection problem

in linear-in-means model.

14



discuss two incrementally complex identification strategies designed to address this issue

in our setting.

4.1 Identification

As explained above, to provide causal estimates of peer effects, we need to address the

correlated effects that, for example, may stem from common (unobserved) shocks expe-

rienced by connected firms. We address this issue by employing two nested strategies

that build upon each other. In both of them, we assume that, conditional on the set of

controls, firms are randomly connected (i.e. conditionally random peers). This means

that firms’ unobserved characteristics are uncorrelated with their peers’ observed and un-

observed characteristics, once we condition on the set of observables and unobservables

that we consider. Such an assumption is commonly made in the analysis of peer effects

with observational data in cross-sectional settings (see Bramoullé et al. (2020)). In our

analysis, this assumption is less restrictive than in those cases because the panel nature

of our data allows us to control for a wide array of unobserved factors.

Our first identification strategy, detailed in Section 4.1.1, relies on an extensive set

of fixed effects to account for variation in the unobserved characteristics of a firm, its

suppliers, and its customers. This strategy utilizes import-origin variation in the share of

importing neighbors independent of their geographical and sectoral distribution, as well as

the firm’s own time-varying characteristics and those of its neighbors (excluding import-

origin-specific factors) to identify peer effects. In Section 4.1.2, we extend this approach

by leveraging the network structure to address remaining identification challenges that

emerge at this granular level of variation.

Finally, it is worthwhile to reiterate that we fix the network G (by considering only

links that appear in all years 2010-2014), which partially addresses the potential issues

due to network endogeneity.
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4.1.1 Strategy 1: Fixed-effect regression

In our first strategy, we use fixed effects to control for the variation in the unobserved

characteristics of a firm, its suppliers, and its customers. In the most strict specifications

considered, we control for firm×year and industry×zip code×origin×year fixed effects,

and estimate the following version of (1):

yihc,t =βD
1

d−i

∑
j∈N−

i

gjiyjhc,t−1 + βU
1

d+i

∑
j∈N+

i

gijyjhc,t−1 +
∑
k

γkxk
ihc,t+

∑
k

δkD
1

d−i

∑
j∈N−

i

gjix
k
jhc,t−1 +

∑
k

δkU
1

d+i

∑
j∈N+

i

gijx
k
jhc,t−1 + µi,t + ηhc,t + εihc,t,

(1.S1)

where index h stands for industry×zip code, and c denotes the import origin (source). The

firm×year fixed effects µi,t control for firm-level time-varying observables and unobserv-

ables, whereas ηhc,t denotes industry×zip code×origin×year fixed effects. The inclusion

of firm×year fixed effects implies that we rely on import origin variation in our estimation

of endogenous peer effects (parameters βD and βU). Moreover, firm×year fixed effects

absorb the contextual peer effects of any observable characteristics that are not specific

to the import origin. Therefore, the inclusion of these fixed effects addresses the poten-

tial concern that firms that are more prone to import tend to be connected due to their

observed or unobserved characteristic. The industry×zip code×origin×year fixed effects

(ηhc,t) control for time-varying import origin-specific variables common to firms located at

the same zip code and belonging to the same industry. This very demanding set of fixed

effects absorbs common shocks and spillovers at the spatial and industry-specific levels

(i.e., technological or demand shocks), including the presence of importing neighbours in

the geographic/industry network.17 Furthermore, we recall that peer effects operate in

(1.S1) with a year lag, which rules out correlated effects from non-persistent (temporary)

17Compared to both Bisztray et al. (2018) and Dhyne et al. (2023), we use a more demanding set of

fixed effects. Bisztray et al. (2018) control for firm×year and origin×year fixed effects since, in their

setup, the spillovers are location-based. Dhyne et al. (2023), in their most demanding specification, only

include firm×year and export-destination×year fixed effects. As it will be clear from the results reported

in Section 5, the failure to control for location and industry factors may lead to a substantial bias in

estimating the peer effects.
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shocks.

In (1.S1), therefore, the identification of the impact of information spillovers from im-

porting neighbours relies on the import-origin variation in the share of importing neigh-

bours that is independent of their geographical and sectoral distribution, as well as of the

firm’s (not import-origin specific) own time-varying characteristics and the time-varying

characteristics of its neighbours. Consequently, potential residual threats to identification

must manifest at this nuanced level of variation.

4.1.2 Strategy 2: Network instruments

The strategy described in the previous section accounts for multiple channels through

which correlated effects could bias peer effect estimates. These include geographic and

industry-level shocks affecting importing behaviour from a specific origin at a very dis-

aggregated level (about three hundred industries times nine thousand zip codes), as well

as potential common unobservable factors—unrelated to the origin of imports—that in-

fluence the importing behaviour of a firm and its peers.

There are, however, other considerations that need to be taken into account. For

example, suppose that firms differ in their time-varying (unobserved) investments in a

technology that requires inputs from a specific region. In such cases, firms with higher

investments in such technology will be more likely to import from that region. Conse-

quently, if there are technological spillovers across connected firms, the estimated peer

effects in (1) may not represent true endogenous peer effects but rather contextual peer

effects driven by technological spillovers. This issue persists even when accounting for

the extensive set of fixed effects in (1.S1) and assuming that uncontrolled unobservables

are conditionally random across peers. The underlying problem stems from omitted (un-

observed) firm-specific variables that vary over time and import origins, and generate

contextual peer effects. In this section, we propose a strategy that also addresses this

threat to identification.

This identification strategy takes advantage of the structure of the production net-
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work. The key idea is that, under the assumption of conditionally random peers, we can

use second-order peers (who are indirectly connected to the firm via its peers) to instru-

ment the importing behaviour of firms’ peers. In the following paragraphs, we discuss

the details of this idea and its validity.

For exposition simplicity, suppose that, in (1.S1), there is only one relevant observable

characteristic xihc,t. Moreover, let us denote with x̄L
ihc,t and ȳLihc,t, L ∈ {D,U} the network

averages of the observed characteristics and outcomes of the respective network peers

of i. In particular, we have: x̄D
ihc,t ≡ 1

d−i

∑
j∈N−

i
gjixjhc,t; x̄U

ihc,t ≡ 1
d+i

∑
j∈N+

i
gijxjhc,t;

ȳDihc,t ≡ 1
d−i

∑
j∈N−

i
gjiyjhc,t; and ȳUihc,t ≡ 1

d+i

∑
j∈N+

i
gijyjhc,t. Finally, let uihc,t denote the

unobserved firm-specific characteristics,18 and, importantly, allow for contextual peer

effects with respect to these unobserved attributes. We now rewrite (1.S1) by explicitly

including the unobserved characteristics uihc,t and contextual peer effects with respect to

these characteristics, both of which are not observed.

yihc,t =γxihc,t + δDx̄
D
ihc,t−1 + δU x̄

U
ihc,t−1 + βDȳ

D
ihc,t−1 + βU ȳ

U
ihc,t−1+

ζUuihc,t + ζDū
D
ihc,t−1 + ζU ū

U
ihc,t−1 + µi,t + ηhc,t + εihc,t,

(1.S2.1)

with E(εihc,t|x,u,µ,η,G) = 0, where boldface variables indicate vectors of correspond-

ing variables included in (1.S2.1).19 Importantly, (1.S2.1) includes contextual peer effects

concerning unobserved uihc,t, which in turn generates the correlated effects problem dis-

cussed at the beginning of Section 4.1.2.

To see this, consider a customer of firm i and denote it with k. By writing a coun-

terpart of (1.S2.1) for firm k at t − 1, it becomes clear that ȳUkhc,t−1 is endogenous as

it is correlated with ūU
ihc,t−1 which is not observed, and therefore omitted in (1.S1).

The analogous argument holds for ȳDkhc,t−1. Hence βU and βD are not identified due

18There are likely many different relevant firm-level unobserved characteristics that can be represented

with vector u. For expositional simplicity, we assume there is only one. It will be clear that our

conclusions are not affected by this simplification.

19We may allow for non-zero correlation between firm-specific observables and unobservables (uihc,t

and xihc,t) in (1.S2.1) as this will not affect the estimates of endogenous peer effects we are interested

in.
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to correlated effects. This is true whenever an unobserved firm-origin-year specific vari-

able generates contextual peer effects. Note that the first identification strategy de-

scribed in Subsection 4.1.1 addresses the issue of correlated effects induced by contextual

peer effects due to non-origin specific unobservables since we control for firm×year and

industry×zip code×origin×year fixed effects.

To address this issue, we leverage the network structure. Let ¯̄yUihc,t−2 denote the

network average of importing status at t− 2 from a given destination of the second-order

customers (customers of customers) of i that are neither direct suppliers nor customers of

i. Analogously, define by ¯̄yDihc,t−2 the network average of importing status of second-order

suppliers of i that are not direct peers of i. It follows directly from (1.S2.1) that these

averages will affect ȳUihc,t−1 and ȳDihc,t−1 respectively.

We now argue that ¯̄yUihc,t−2 and ¯̄yDihc,t−2 are valid instruments for ȳUihc,t−1 and ȳDihc,t−1

respectively, under the assumption that cov(uihc,t, uihc,t−q|z) = 0 for all q ≥ 2, where

z ≡ (x,µ,η). This assumption imposes limited persistence in unobserved characteristics

and is required for this strategy to work.20 To see this, consider, for instance, a customer

of a customer of firm i that is not a direct peer of i and denote it by ℓ. Then write

(1.S2.1) for ℓ at t− 2 as follows:

yℓhc,t−2 =γxℓhc,t−2 + δDx̄
D
ℓhc,t−3 + δU x̄

U
ℓhc,t−3 + βDȳ

D
ℓhc,t−3 + βU ȳ

U
ℓhc,t−3+

ζuℓhc,t−2 + ζDū
D
ℓhc,t−3 + ζU ū

U
ℓhc,t−3 + µℓ,t−2 + ηhc,t−2 + εℓhc,t−2.

(1.S2.2)

It is clear that yℓhc,t−2 is correlated with ȳUihc,t−1. To show that ¯̄yUihc,t−2 satisfies the exclu-

sion restriction, we need to argue that cov(yℓhc,t−2, ζUuihc,t+ ζDū
D
ihc,t−1+ ζU ū

U
ihc,t−1|z) = 0.

To simplify notation, define νihc,t ≡ ζUuihc,t + ζDū
D
ihc,t−1 + ζU ū

U
ihc,t−1. The conditional

random network assumption directly implies cov(γxℓhc,t−2 + δDx̄
D
ℓhc,t−3 + δU x̄

U
ℓhc,t−3 +

ζuℓhc,t−2, νihc,t|z) = 0. Moreover, since by construction the customers of ℓ are neither

suppliers nor customers of i, we have that cov(ūU
ℓhc,t−3, νihc,t|z) = 0. However, because at

least one first-order supplier of ℓ is a first-order customer of i, yℓhc,t−2 is correlated with

20This condition is crucial but has been overlooked in Dhyne et al. (2023), which employs a similar

strategy to estimate peer effects in exporting.

19



νihc,t whenever ū
D
ℓhc,t−3 is correlated with ūU

ihc,t−1. With conditionally random peers, this

will be the case if and only if cov(uihc,t, uihc,t−2|z) ̸= 0. Finally, the correlation between

yℓhc,t−2 and νihc,t may be due to correlation between ȳDℓhc,t−3 or ȳUℓhc,t−3 with νihc,t. Nev-

ertheless, by writing down (1.S2.1) for the first order suppliers (customers) of firm ℓ at

t − 3, it becomes clear that as long as cov(uihc,t, uihc,t−2|z) = 0, this cannot be the case.

This concludes the argument that ¯̄yUihc,t−2 is valid instrument for ȳUihc,t−1. The analogous

argument can be used to show that ¯̄yDihc,t−2 is a valid instrument for ȳDihc,t−1.

5 Main Results

In this section, we present the results of our estimates, which rely on the identification

strategies discussed in Sections 4.1.1 and 4.1.2. All tables are reported in the Appendix.

In Table 1, we present the estimates of the peer effects that are based on the strategy

outlined in Section 4.1.1 (strategy 1). We estimate different variations of equation (1.S1)

by OLS, starting from simpler specifications and progressively increasing the complex-

ity. The dependent variable in the specifications considered in the first five columns is

the importing status from origin c ∈ {EU, outside EU}. The sample used is the set of

potential import starters from each given import origin, as explained in Section 3.1.

In column (1), we initially control for firm fixed effects and origin×year fixed effects

(see at the bottom of the tables, id and eu-y, respectively). The coefficients of interest are

reported in the first two rows of Table 1, where ȳDihc,t−1 and ȳUihc,t−1 denote, for each firm i

belonging to industry-zip code pair h, the network-average importing status of its direct

suppliers and customers from origin c (EU or extra-EU) in year t − 1. The estimated

coefficients in this column suggest that a rise of 10 percentage points (from now onward

abbreviated to pp) in the proportion of suppliers (customers) that are importing from the

same origin at t − 1 is associated with a 0.314 pp (0.317 pp) increase in the probability

of starting importing from that origin. Given that the unconditional probability to start

importing (the baseline) in our sample is 3.6%, this effect amounts to a probability
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premium of 8.8% (8.9%).

In column (2), we additionally control for the time-varying observable characteristics

of potential import starters at time t and the contextual peer effects – the average char-

acteristics of their customers at time t − 1 and those of their suppliers at time t − 1.

In particular, we consider the number of workers, labour costs, the number of suppliers,

the number of customers, intermediate inputs cost, sales to other firms, average sales

per customer, labour (revenue) productivity (i.e., sales divided by the number of work-

ers), intermediate input (revenue) productivity (i.e., sales divided by intermediate input

costs), and the average salary paid. The estimated coefficients do not change significantly

compared to column (1).

In column (3), we introduce firm×year fixed effects, which capture firm-level time-

varying unobservables and observables through the variable id-year. Note that firm×year

fixed effects account for the contextual peer effects of observable and unobservable firm-

year-specific variables. The estimated downstream and upstream effects are only slightly

smaller compared to column (1).

In column (4), we control for the presence of importers that are neighbours in the geo-

graphic/industry network (i.e., importing firms that belong to the same zip code/industry),

capturing location and industry spillovers. The spillovers of this type received signifi-

cant attention in the international trade literature (see, for instance, López and Yadav

(2010); Harasztosi (2011); Bisztray et al. (2018); Békés and Harasztosi (2020); Corcos

and Haller (2023)). Concretely, we consider a specification with the additional regres-

sors: prop imp secic,t−1, which denotes the proportion of firms that are importing from

origin c at t−1 and are in the same industry as firm i.; prop imp zipic,t−1, which indicates

the proportion of firms that are importing from origin c at t − 1 and are located in the

same zip code as firm i; prop imp sec zipic,t−1, which stands for the proportion of firms

that are importing from origin c at t − 1 and are from the same industry and same zip

code as firm i. The evidence supports the existence of positive and significant location,

industry, and location-industry spillovers. We find that firms in the same zip code or/and
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industry are likely to interact and share relevant importing-related information through

channels other than the production networks. Moreover, it may also happen that shocks

that affect importing are correlated within location or/and industry. These findings high-

light the necessity of integrating a more nuanced set of fixed effects into the econometric

model to capture such localized and industry-specific spillovers as well as absorb possible

common unobserved shocks operating at those levels.

A refinement of our analysis that addresses this concern is conducted through the

specification considered in column (5) of Table 1. It is our most demanding specification,

in that it accounts for time-varying import-origin-specific observables and unobservables

common to firms belonging to the same zip code and/or industry. Those fixed effects,

captured by the variable denoted by eu-s-z-y, also absorb the information regarding the

presence of importing neighbours in the geographic/industry network in a nonparametric

way. The estimated effects are similar but slightly smaller than those reported in column

(4). According to these new estimates, an increase of 10 pp in the share of suppliers

(customers) importing leads to a 0.118 pp (0.102 pp) increase in the probability of starting

importing from a given area. This equals a probability premium of approximately 3%

calculated at baseline.

Finally, in column (6), we study a specification that, for every firm and year, focuses on

whether the firm in question starts to import in that year, independently of the country of

origin. In this context, we cannot use firm×year fixed effects, so we control for firm fixed

effects. We also control for firm-specific variables (at every time t) and the associated

contextual peer effects (at t − 1) with respect to the same firm characteristics used in

column (2) of Table 1. Additionally, by including industry×zip code×year fixed effects,

we wash out time-varying observables and unobservables common to firms belonging to

the same zip code and industry. In this setup, our findings do not support the presence

of peer effects in importing. We interpret this result as indicating that spillover effects

are primarily significant for knowledge specific to a particular geographical region. The

absence of significant spillovers at this level of aggregation is consistent with the findings

of Harasztosi (2011), who studies import spillovers of peers located in the same NUTS4
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level micro-region.

Although in Table 1 we control for the observables and unobservables of firms and

neighbours at the import origin-industry-firm location level, it may still be that the pro-

ductivity gain or cost of importing from a given origin tends to be correlated across neigh-

bours. As we explained in Section 4.1.2, this may be the case even when the network

is conditionally random due to contextual peer effects operating through the unobserved

characteristics. To tackle this problem, we rely on the instrumental-variable approach

described in Section 4.1.2 that uses the importing status of second-order neighbours that

are not first-order neighbours as an instrument for peers’ importing.21 More specifically,

we apply this IV approach to the specification estimated in column (5) of Table 1, arriving

at the estimation results in Table 2.

In column (1) of Table 2, we instrument variables ȳDihc,t−1 and ȳUihc,t−1 with ¯̄yDihc,t−2 and

¯̄yUihc,t−2, which denote the averages of the importing status of the second order suppliers

and customers that are not direct suppliers or customers, respectively. The estimated

effects, both downstream and upstream, are noticeably larger than those estimated in

column (5) of Table 1. According to these estimates, an increase of 10 pp in the share of

suppliers (customers) importing leads to an increase in the probability of importing by

0.386 pp (0.684 pp). This translates to approximately a 10.7% (19.2%) probability pre-

mium at the baseline. An average firm in our sample has 6.9 suppliers and 6.5 customers.

This means that having one more supplier (customer) importing from a given area implies

an increase in the probability of starting importing from that area by 0.56 pp (1.05 pp).

For comparison’s sake, we note that the difference in the observed probability to start

importing for observations below and above the median of the number of employees is

1.6 pp. Therefore, we conclude that the estimated effects are economically sizable.22

21In the empirical implementation when calculating ¯̄yUihc,t−2 we also exclude suppliers of customers of

i, customers of suppliers of i, and second-order suppliers of i. While this is not necessary for the iden-

tification strategy to work, it facilitates the interpretation of IV estimates as the upstream propagation

effect. We use an analogous approach to calculate ¯̄yDihc,t−2.

22We note that this IV strategy implies a reduction in our sample size, which happens for two reasons.
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As explained in the Section 1, one might expect that the upstream and the down-

stream effects derived from the possibility of sharing import-relevant information could

be of different magnitude, given that the incentives in each case are intuitively quite dif-

ferent. That is, they appear to be strong upstream when customers face the decision of

whether to share import-relevant information, while the reciprocal incentives for suppliers

to share downstream that information should be quite weaker. The comparison, however,

is reversed if we focus instead on the relevance of the information being shared. In this

respect, it is intuitive that the information is likely to be more useful when suppliers

share it downstream as opposed to when buyers share it upstream.

In the end, since the aforementioned considerations – one bearing on incentives and

the other on relevance – favour a different network direction, it is a priori unclear whether

upstream or downstream effects should prove to be more consequential. In fact, building

upon the estimates displayed in Table 2, we find that those two opposing considerations

largely compensate for each other. For, even though the point estimate of the upstream

effect is larger than the downstream one, these effects are not significantly different at

conventional significance levels. We may conclude, therefore, that the evidence does not

single either upstream or downstream effects as most effective.

Next, in column (2), we enrich the set of instruments by adding to them the network

averages of the second-order neighbours importing at t− 3, i.e. ¯̄yDihc,t−3 and ¯̄yUihc,t−3. It is

clear that these instruments satisfy the exclusion restriction whenever ¯̄yDihc,t−2 and ¯̄yUihc,t−2

satisfy the exclusion restriction. The estimated effects are now larger but comparable

to those from column (1). By including those additional instruments, we can test the

over-identifying restriction. The corresponding test’s statistics and p-value (Hansen J)

are reported in rows labelled with j and jp.

Finally, in columns (3) and (4), we apply the same instrumental variables strategy

used in columns (1) and (2), but without differentiating in terms of the origin of imports.

First, since we use variables at t−2 as instruments, we reduce the number of years we use in the estimation

by 1 (3 instead of 4). Second, we restrict ourselves to firms with both second-order suppliers and second-

order customers that are not first-order connections, reducing the sample size even further.
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Thus, as in column (6) in Table 1, we use only one observation per firm-year, and the

outcome of interest is starting to import, independently of the origin. In this case, we

cannot anymore control for the firm×year fixed effects, as they would absorb all the

variation in the outcome variable. Therefore, we control for firm fixed effects (together

with industry×zip code×year fixed effects). We also control for firm-specific variables

and the associated contextual peer effects, relying on the same firm characteristics used

in column (2) of Table 1. Confirming the results of column (6) in Table 1, we do not find

compelling evidence in favour of peer effects in importing. Thus, spillovers still appear

relevant only for more specialized information specific to a particular geographical area.

6 Effect Heterogeneity

This section examines various factors driving the possible heterogeneity of the identified

spillover effects using a modified version of equation (1.S1). In particular, we will allow

for the possibility of effect heterogeneity by changing the definition of the treatment

variables starting from the specification employed in column (5) of Table 1, which is our

most demanding OLS specification, since, in addition to firm-year fixed effects, it also

accounts for time-varying import-origin-specific observables and unobservables common

to firms belonging to the same zip code and/or industry.

We begin by exploring the role of node-level heterogeneity by separately focusing

on firm and peer characteristics. We consider effect heterogeneity related to size (i.e.,

the number of employees), labour productivity (i.e., the ratio between total sales and

the number of workers), and connectivity (i.e., the number of suppliers and customers).

Furthermore, given their role in linking domestic companies to international markets, we

also consider whether the network effects differ between wholesalers and other firms.23

Next, we analyze link-level heterogeneity, investigating the potential effects of factors

23We define wholesalers as firms in NACE industries 45, 46, and 47. The importance of these trade

intermediaries, both at the export and the import side, has been documented by Bernard et al. (2010)

and Grazzi and Tomasi (2016).
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specific to the match between firms and their suppliers or customers. First, we study

possible complementarities between firm and peer characteristics, considering each of the

characteristics mentioned above. Second, we investigate whether spillovers vary based on

firms being in the same industry or location or having a reciprocal relationship as both

supplier and customer.

6.1 Firm characteristics

We start by estimating heterogeneous effects associated with firm characteristics. To

construct the variables that will be interacted with the treatment variables to capture

treatment effect heterogeneity based on firm observables, we proceed as follows. For

each firm, we fix the values of the characteristics to those observed in 2010. For each

firm characteristic, except for wholesaler status, we divide the firms into two groups

using the median of the empirical distribution as the cutoff: a low group comprising

firms with values below the median and a high group comprising firms with values above

the median.24 For wholesaler status, we differentiate firms directly into two categories:

wholesalers and non-wholesalers.

As stated above, our estimation approach builds upon the specification considered in

column (5) of Table 1. A modification of such specification is applied separately to each

characteristic as follows:25

yihc,t =
∑

v∈{Low,High}

(
βv
Dz

v
i ȳ

D
ihc,t−1 + βv

Uz
v
i ȳ

U
ihc,t−1

)
+ µi,t + ηhc,t + εihc,t. (1.H.1)

In the equation above, zvi denotes the binary variables that, for each characteristic under

consideration, indicate whether firm i exhibits a High value (above the median) or a

Low value (below the median). This approach allows the effect of peer spillovers to vary

based on whether the firm’s characteristic lies above or below the median. The results

24Our results remain robust when using the third quartile as the cutoff instead of the median.

25Since in this specification the contextual peer effects, as well as the firm-specific observables, are

absorbed with firm × year fixed effects, we do not write them explicitly in the empirical models in this

section. We do not observe firm-year-import origin specific variables.
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are presented in Table 3.

We find that larger firms (measured by the number of workers and the number of

suppliers/customers), as well as the more productive ones, utilize the knowledge about

importing acquired from peers more effectively. These results are aligned with those

obtained by the literature on location spillovers in imports (Bisztray et al., 2018; Békés

and Harasztosi, 2020; Corcos and Haller, 2023) but contrast with the findings of Dhyne

et al. (2023) in the context of production network spillovers in exports. Our results may be

understood as reflecting economies of scale in learning how to import or in implementing

it.26 Finally, we find that wholesalers are more likely to respond to import knowledge from

their peers than non-wholesaler firms.27 This finding is consistent with the hypothesis

that wholesalers are especially interested in expanding their trading opportunities because

they can exploit their role as intermediaries for non-importing firms.28

6.2 Peers characteristics

Next, we address the estimation of heterogeneous effects derived from customer and sup-

plier characteristics. To this end, we rely on the following regression:

yihc,t =
∑

v∈{Low,High}

(
βv
Dȳ

D,v
ihc,t−1 + βv

U ȳ
U,v
ihc,t−1

)
+ µi,t + ηhc,t + εihc,t, (1.H.2)

where ȳD,v
ihc,t−1 and ȳU,vihc,t−1 for a given firm i denote the number of importing suppliers and

customers of firm i in category v ∈ {Low,High} (i.e., with the value of the considered

characteristic being lower or higher than the median, respectively) divided by the total

number of suppliers and customers of firm i, respectively. Therefore, the sum of the

value of these variables computed by category at the supplier (customer) side equals the

26Lu et al. (2024) propose a dynamic model of importing where such economies of scale arise.

27These differences in peer effects based on firm characteristics are both economically sizable and

statistically significant at the one percent level.

28Note that, as a further source of contrast with Dhyne et al. (2023), our findings show that not only

wholesalers learn from both customers and suppliers, but so do other firms. Their analysis concludes

that non-wholesalers learn exclusively from customers.
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value of the downstream (upstream) spillover variable used in the main analysis.29 This

approach allows the effect of peer spillovers to vary depending on whether the spillovers

are associated with peers whose characteristics lie above or below the median. The results

are reported in Table 4.

We find that the spillovers, in general, tend to be stronger when coming from smaller

and less productive firms. That is, big and more productive firms are relatively worse

at disseminating information about importing (or are more capable of shielding such

information). The only exception is the labour productivity of customers, for which we do

not find a statistically significant difference between the strength of spillovers of Low and

High peers. This general pattern contrasts with the findings obtained by the literature on

location spillovers in imports (Bisztray et al., 2018; Békés and Harasztosi, 2020; Corcos

and Haller, 2023) that arrive at the opposite conclusion. Regarding the role of wholesalers

as peers, it is important to consider that a firm sourcing intermediate inputs from an

importing wholesaler might reflect a pre-existing intent to import those inputs directly,

hindered by barriers such as fixed costs or uncertainty about the quality of imported

goods. Consequently, estimating relatively stronger downstream import spillovers when

providers are wholesalers could indicate that this spurious mechanism is contaminating

the significant downstream effects estimated in Section 5. However, the results in the

last column of Table 4 show that firms do not learn from suppliers that are wholesalers,

while they do learn from both wholesaler and non-wholesaler customers, thus effectively

ruling out the aforementioned spurious mechanism.

6.3 Firm and Peers characteristics

In this paragraph, we jointly consider the role of firms’ and peers’ characteristics in

explaining effect heterogeneity. We begin by examining how the heterogeneity in peer

effects, as identified in Table 3 and Table 4, is influenced by the characteristics of both

29The weighted average of the estimated effects, according to the share of importing contacts in each

category, gives the aggregate effects reported in column (5) of Table 1.
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the firm and its peers. We then investigate how the spillovers vary depending on whether

they occur between firms within the same industry, within the same province or zip-code

area, and through reciprocal forward and backward linkages.

To explore how the characteristics considered in Tables 3 and 4 interact we estimate

the following specification:

yihc,t =
∑

S∈{D,U}

(
βL,L
S ȳSihc,t−1 + βH,L

S ȳSihc,t−1z
H
i (1.H.3)

+βL,H
S ȳS,Hihc,t−1 + βH,H

S ȳS,Hihc,t−1z
H
i

)
+ µi,t + ηhc,t + εihc,t,

where, as in the previous specifications, ȳDihc,t−1 (ȳUihc,t−1) represents the network-average

importing status of its direct suppliers (customers) from origin c (EU or extra-EU) in

year t− 1; zHi denotes the binary variable that indicates whether firm i exhibits a value

of the considered characteristic that is above the median; and ȳD,v
ihc,t−1 (ȳ

U,v
ihc,t−1) represents

the number of importing suppliers (customers) of firm i in category v ∈ {L,H} divided

by the total number of suppliers (customers) of firm i. The estimated coefficients are

reported in Table 5. If we focus on the specification of the first column considering firm

size, βL,L
S measure the spillover effect to a small firm from small importing peers, βH,L

S and

βL,H
S represent the additional spillover effect when the firm is big and from big importing

peers, respectively, and βH,H
S measures the possible complementarity effect between firm

and peers size.

To illustrate how the estimated effects of peer spillovers vary depending on whether

both a firm’s characteristic and its peers’ characteristic fall above or below the median—or

whether they lie in opposite parts of the distribution—Table 6 conveniently aggregates

the estimated coefficients of 1.H.3 reported in Table 5. In this way, instead of presenting

the results as incremental effects with respect to a baseline category as in Table 5 (i.e., the

coefficient associated to βL,L
S in 1.H.3 measures the spillover effect to a small firm from

small importing peers; notice that the first and fifth rows of estimated average effects in

Table 5 and in Table 6 are the same), 6 shows how the estimated spillover effects differ

across the four possible types of links defined by the values (low or high) of the considered
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characteristic of a firm and its peer.30

The results in Table 6 align with those in Tables 3 and 4, confirming that high-

performance firms (i.e., large, well-connected, or highly productive) benefit relatively

more from import spillovers, while spillovers originating from high-importing peers tend to

be less relevant. However, they also reveal that spillovers are particularly weak—or even

absent—when high-performance firms are linked to low-performance importing peers.

This pattern suggests that information on importing opportunities from low-performance

suppliers may be less relevant or useful for high-performance firms, potentially due to

differences in the quality of foreign intermediate inputs used by low- and high-performance

firms and the resulting mismatch in their input quality needs.

Regarding the role of wholesalers, it is reassuring to notice that firms that are not

wholesalers do not learn from suppliers that are wholesalers but do learn from non-

wholesalers. Finally, we confirm that wholesalers are more likely to respond to import

knowledge from their customers than non-wholesaler firms and find new evidence suggest-

ing that (non-wholesaler) firms learn with a lower intensity from wholesaler customers.

We now investigate if the spillovers are different when occurring between firms that

belong to the same industry, are located in the same province or zip-code area, or are

connected through both forward and backward linkages (i.e., a reciprocal relationship).

To do so, we estimate the following regression

yihc,t =
∑

v∈{N,Y }

(
βv
Dȳ

D,v
ihc,t−1 + βv

U ȳ
U,v
ihc,t−1

)
+ µi,t + ηhc,t + εihc,t, (1.H.4)

where ȳD,v
ihc,t−1 and ȳU,vihc,t−1 for a given firm i denote the number of importing suppliers and

customers of firm i in category v divided by the total number of suppliers and customers

of firm i, respectively. In (1.H.4), v = Y (v = N) refers to the group of peers that (do

not) belong to the same industry or are (not) located in the same zip code or province or

(do not) form a reciprocal relationship with firm i. The results are reported in Table 7.

30The estimates presented in 6 can also be derived using a specification that expresses the treatment

effects by interacting the zvi,t variables with the ȳS,vihc,t−1 variables (with v ∈ {L,H} and S ∈ {D,U}).
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We find that spillovers tend to be higher when coming from firms from the same in-

dustry, which is intuitive given that those firms are likely to use a similar mix of inputs

in production. The spillovers are also stronger from reciprocal relations, in which both

firms buy and sell to each other. Interestingly, spillovers are stronger from peers located

in different locations (identified by the zip code) or provinces (Spain has 50 provinces).

Considering that geographic proximity strongly influences the likelihood of connections

between firms, this finding evokes the concept of the ”strength of weak ties” effect (Gra-

novetter, 1973), emphasizing the importance of non-localized connections in providing

access to new information and opportunities. Moreover, it highlights the role of informa-

tion transmission through supplier-customer linkages over and above the geographic or

sector dimensions.

7 Concluding remarks

In this paper, we examine a previously unexplored aspect of firms’ international trade

behaviour, focusing on how their position within the domestic production network influ-

ences their importing decisions. To do this, we use a rich dataset provided by the Spanish

Tax Agency (AEAT), which provides information about the universe of annual firm-to-

firm transactions in the period 2010–2014. Using a combination of different identification

strategies, we find evidence that suppliers’ and customers’ importing significantly affects

a firm’s decision to start importing from a given geopolitical area. Larger firms are better

at taking advantage of information but less effective at disseminating it (more success-

ful in protecting it). Linkages with geographically distant firms provide relatively more

useful information to start importing.

Our identification strategy relies on standard assumptions used in the literature on

cross-sectional peer effects in social networks and applies insights from this literature to

a panel-data production network setting. In this context, we derive new conditions under

which the network instruments can be used to address the issue of correlated effects.
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The approach presented in this paper offers several promising directions for further re-

search. For instance, the information about import opportunities may propagate through

the network beyond the first-order connections, which may lead to an important ampli-

fication of the effects we study here. Furthermore, the mechanism we examine is not

limited to firms’ import decisions but may also play a role in shaping domestic firm-to-

firm connections. We leave studying these important issues for future research.
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Appendix

Tables

Table 1: OLS results

(1) (2) (3) (4) (5) (6)

ȳDihc,t−1 0.0314*** 0.0316*** 0.0302*** 0.0142*** 0.0118*** 0.0003

(0.0007) (0.0007) (0.0007) (0.0007) (0.0009) (0.0023)

ȳUihc,t−1 0.0317*** 0.0319*** 0.0303*** 0.0125*** 0.0102*** 0.00125

(0.0008) (0.0007) (0.0007) (0.0007) (0.0011) (0.0019)

prop imp zipihc,t−1 0.1886***

(0.0037)

prop imp secihc,t−1 0.1966***

(0.0042)

prop imp sec zipihc,t−1 0.0363***

(0.0024)

Own/Peers’ characteristics No Yes No No No Yes

r2 0.2719 0.2726 0.5399 0.5458 0.6574 0.5721

N 2048865 2048865 1702966 1702966 1238540 537280

fixed effects id id id-y id-y id-y id

eu-y eu-y eu-y eu-y eu-s-z-y s-z-y

clustering variable id id id-y id-y id-y id

Notes: The dependent variable is a dummy equal to one if a firm i belonging to industry×zip code

h starts importing from country c at year t; id refers to the firm identification code; eu-y refers to

import origin×year fixed effects; id-y refers to firm×year fixed effects; eu-s-z-y refers to import origin

×sector×zip code×year fixed effects. ∗p<0.1;∗∗p<0.05; ∗∗∗p<0.01.
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Table 2: IVs results

(1) (2) (3) (4)

ȳDihc,t−1 0.0386*** 0.0561*** 0.4314* 0.4334

(0.0141) (0.0180) (0.2133) (0.2989)

ȳUihc,t−1 0.0684*** 0.0881*** -0.0899 0.0984

(0.0205) (0.0234) (0.1627) (0.1334)

Own/Peers’ characteristics No No Yes Yes

r2 0.6568 0.6012 -0.0982 0.3369

N 780210 501566 531893 338016

idstat 932.396 659.486 20.303 10.642

idp 0.0000 0.0000 0.0000 0.0138

widstat 361.510 127.806 27.392 11.04

j 1.338 2.915

jp 0.5121 0.2328

instruments ¯̄yDihc,t−2
¯̄yDihc,t−2

¯̄yDihc,t−2
¯̄yDihc,t−2

¯̄yUihc,t−2
¯̄yUihc,t−2

¯̄yUihc,t−2
¯̄yUihc,t−2

¯̄yDihc,t−3
¯̄yDihc,t−3

¯̄yUihc,t−3
¯̄yUihc,t−3

fixed effects id-y id-y id id

eu-s-z-y eu-s-z-y s-z-y s-z-y

clustering variable id-y id-y id id

Notes: The dependent variable in columns 1 and 2 is a dummy equal to one if a firm i belong-

ing to industry×zip code h starts importing from country c at year t. The dependent variable in

columns 3 and 4 is a dummy equal to one if a firm i belonging to industry×zip code h starts im-

porting at year t. id refers to firm fixed effects; id-y refers to firm×year fixed effects; eu-s-z-y

refers to import origin×industry×zip code×year fixed effects; idstat refers to the underidentification test

(Kleibergen-Paap rk LM statistic; under the null the equation is underidentified); idp is the p-value cor-

responding to idstat; widstat refers to the weak identification test (Kleibergen-Paap rk Wald F statistic;

under the null the IVs are weak, Stock and Yogo (2005)); j refers to the overidentification test of all

instruments (Hansen J statistic; under the null the IVs are uncorrelated with the error); jp is the p-value

of j. ∗p<0.1;∗∗p<0.05; ∗∗∗p<0.01.
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Table 3: Heterogeneity of peer effect by firm characteristics

Number of

Workers

Number of

Suppliers

Number of

Customers

Labor

Productivity

Being

a Wholesaler

ȳDic,t−1 ∗ zLowi 0.0045*** 0.0018 0.0010 0.0039*** 0.0088***

(0.0013) (0.0011) (0.0013) (0.0014) (0.0012)

ȳDic,t−1 ∗ z
High
i 0.0213*** 0.0479*** 0.0189*** 0.0173*** 0.0179***

(0.0018) (0.0025) (0.0016) (0.0016) (0.0034)

ȳUic,t−1 ∗ zLowi 0.0061*** 0.0030*** 0.0023** 0.0078*** 0.0097***

(0.0012) (0.0011) (0.0011) (0.0013) (0.0010)

ȳUic,t−1 ∗ z
High
i 0.0200*** 0.0259*** 0.0281*** 0.0162*** 0.0227***

(0.0016) (0.0018) (0.0017) (0.0014) (0.0030)

N 1,238,540 1,238,540 1,238,540 1,238,540 1,238,540

fixed effects
id-y id-y id-y id-y id-y

eu-s-z-y eu-s-z-y eu-s-z-y eu-s-z-y eu-s-z-y

clustering variable id-y id-y id-y id-y id-y

Note: The dependent variable is a dummy equal to one if a firm i belonging to industry×zip code h

starts importing from country c at year t. ȳDic,t−1 and ȳUic,t−1 denote the number of importing suppliers

or customers of firm i divided by the total number of suppliers or customers of firm i, respectively.

zLow
i (zHigh

i ) refer to an indicator variable for having the value of the characteristic at the top of the

column below (above) the observed median value of that characteristic. In the last column, High (Low)

means that the firm is (not) a wholesaler. id-y refers to firm×year fixed effects; eu-s-z-y refers to import

origin×industry×zip code×year fixed effects. ∗p<0.1;∗∗p<0.05; ∗∗∗p<0.01.
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Table 4: Heterogeneity of peer effect by peers characteristics

Number of

Workers

Number of

Suppliers

Number of

Customers

Labor

Productivity
Wholesalers

ȳD,Low
ic,t−1

0.0173*** 0.0308*** 0.0406*** 0.0185*** 0.0187***

(0.0027) (0.0045) (0.0120) (0.0025) (0.0016)

ȳD,High
ic,t−1

0.0090*** 0.0087*** 0.0099*** 0.0084*** 0.0021

(0.0012) (0.0011) (0.0011) (0.0012) (0.0015)

ȳU,Lowic,t−1

0.0190*** 0.0344*** 0.0181*** 0.0143*** 0.0123***

(0.0026) (0.0055) (0.0025) (0.0019) (0.0012)

ȳU,High
ic,t−1

0.0106*** 0.0109*** 0.0105*** 0.0110*** 0.0101***

(0.0011) (0.0010) (0.0011) (0.0011) (0.0017)

N 1,238,540 1,238,540 1,238,540 1,238,540 1,238,540

fixed effects
id-y id-y id-y id-y id-y

eu-s-z-y eu-s-z-y eu-s-z-y eu-s-z-y eu-s-z-y

clustering variable id-y id-y id-y id-y id-y

Notes: The dependent variable is a dummy equal to one if a firm i belonging to industry×zip code h starts

importing from country c at year t. ȳD,v
ihc,t−1 and ȳU,v

ihc,t−1 for a given firm i denote the number of importing

suppliers or customers of firm i in category v (i.e., with the value of the considered characteristic lower

or higher than the median, Low and High respectively) divided by the total number of suppliers or

customers of firm i, respectively. In the last column, High (Low) means that the numerator of the

treatment variables counts only the neighbours that are (not) wholesalers. id-y refers to firm×year

fixed effects; eu-s-z-y refers to import origin×industry×zip code×year fixed effects. ∗p<0.1;∗∗p<0.05;
∗∗∗p<0.01.
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Table 5: Heterogeneity of peer effect by firm characteristics and peers characteristics (1a)

Number of

Workers

Number of

Suppliers

Number of

Customers

Labor

Productivity
Wholesalers

ȳDihc,t−1 0.0091*** 0.0168*** 0.0157 0.0202*** 0.0182***

(.0030) (0.0046) (0.0153) (0.0037) (0.0016)

ȳDihc,t−1 ∗ z
High
i 0.0299*** 0.1512*** 0.0492** -0.0034 0.0042

(0.0064) (0.0188) (0.0237) (0.0049) (0.0054)

ȳD,High
ihc,t−1 -0.0056* -0.0163*** -0.0150 -0.0195*** -0.0191***

(0.0033) (0.0047) (0.0153) (0.0039) (0.0022)

ȳD,High
ihc,t−1 ∗ zHigh

i -0.0146** -0.1083*** -0.0317 0.0200*** 0.0114*

(0.0068) (0.0191) (0.0237) (0.0053) (0.0068)

ȳUihc,t−1 0.0145*** 0.0252*** 0.0091*** 0.0117*** 0.0107***

(0.0029) (0.0061) (0.0030) (0.0025) (0.0012)

ȳUihc,t−1 ∗ z
High
i 0.0147** 0.0331** 0.0243*** 0.0060 0.0150***

(0.0060) (0.0134) (0.0052) (0.0038) (0.0044)

ȳU,High
ihc,t−1 -0.0101*** -0.0232*** -0.0081** -0.0054* -0.0049**

(0.0031) (0.0062) (0.0032) (0.0029) (0.0022)

ȳU,High
ihc,t−1 ∗ z

High
i -0.0003 -0.0101 0.0016 0.0034 -0.0005

(0.0063) (0.0136) (0.0056) (0.0044) (0.0060)

N 1,238,540 1,238,540 1,238,540 1,238,540 1,238,540

fixed effects
id-y id-y id-y id-y id-y

eu-s-z-y eu-s-z-y eu-s-z-y eu-s-z-y eu-s-z-y

clustering variable id-y id-y id-y id-y id-y

Notes: The dependent variable is a dummy equal to one if a firm i belonging to industry×zip code h
starts importing from country c at year t. ȳDic,t−1 and ȳUic,t−1 denote the number of importing suppliers or

customers of firm i divided by the total number of suppliers or customers of firm i, respectively. ȳD,High
ihc,t−1

and ȳU,High
ihc,t−1 denote the number of importing suppliers or customers of firm i having the value of the

considered characteristic higher than the observed median value of that characteristic divided by the
total number of suppliers or customers of firm i, respectively. zHigh

i is an indicator variable for having
the value of the considered characteristic above the observed median value of that characteristic. In the
last column, the numerator of the variables ȳD,High

ihc,t−1 and ȳU,High
ihc,t−1 counts only the neighbours that are

wholesalers and zHigh
i is an indicator variable for firm i being a wholesaler. id-y refers to firm×year

fixed effects; eu-s-z-y refers to import origin×industry×zip code×year fixed effects. ∗p<0.1;∗∗p<0.05;
∗∗∗p<0.01.
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Table 6: Heterogeneity of peer effect by firm characteristics and peers characteristics (1b)

Number of

Workers

Number of

Suppliers

Number of

Customers

Labor

Productivity
Wholesalers

ȳD,Low
ihc,t−1

Low 0.0091*** 0.0168*** 0.0157 0.0202*** 0.0182***

(0.0030) (0.0046) (0.0153) (0.0037) (0.0016)

High 0.0390*** 0.1680*** 0.0649*** 0.0167*** 0.0225***

(0.0057) (0.0183) (0.0181) (0.0033) (0.0052)

ȳD,High
ihc,t−1

Low 0.0035** 0.0005 0.0008 0.0006 -0.0009

(0.0014) (0.0012) (0.0013) (0.0015) (0.0015)

High 0.0188*** 0.0434*** 0.0183*** 0.0172*** 0.0148***

(0.0019) (0.0025) (0.0016) (0.0017) (0.0042)

ȳU,Lowihc,t−1

Low 0.0145*** 0.0252*** 0.0091*** 0.0117*** 0.0107***

(0.0029) (0.0061) (0.0030) (0.0025) (0.0012)

High 0.0292*** 0.0583*** 0.0334*** 0.0177*** 0.0257***

(0.0052) (0.0120) (0.0043) (0.0029) (0.0042)

ȳU,High
ihc,t−1

Low 0.0045*** 0.0019* 0.0010 0.0062*** 0.0058***

(0.0013) (0.0011) (0.0012) (0.0015) (0.0018)

High 0.0188*** 0.0248*** 0.0271*** 0.0156*** 0.0203***

(0.0017) (0.0018) (0.0019) (0.0016) (0.0040)

N 1,238,540 1,238,540 1,238,540 1,238,540 1,238,540

fixed effects
id-y id-y id-y id-y id-y

eu-s-z-y eu-s-z-y eu-s-z-y eu-s-z-y eu-s-z-y

clustering variable id-y id-y id-y id-y id-y

Notes: This table presents the results, which are obtained when allowing interaction effects between firm
and peer characteristics (and are therefore equivalent to those reported in Table 5), by considering the
four types of interactions: low/high characteristics of firms with low/high characteristics of peers. In
this way, instead of presenting the results as incremental effects with respect to a baseline category as
in Table 5 (i.e., the coefficient associated to βL,L

S in 1.H.3 measures the spillover effect to a small firm
from small importing peers; notice that the first and fifth rows of this Table and those of Table 5 are
the same), we show the estimated effects of peer spillovers based on whether both a firm’s characteristic
and its peers’ characteristic lie above or below the median, or whether they are in opposite parts of
the distribution. Therefore, the estimates presented in this Table are obtained by interacting the zvi,t
variables with the ȳS,vihc,t−1 variables (with v ∈ {L,H} and S ∈ {D,U}). ȳD,v

ihc,t−1 and ȳU,v
ihc,t−1 for a

given firm i denote the number of importing suppliers and customers of firm i in category v (i.e., with
the value of the considered characteristic lower or higher than the median, Low and High respectively)
divided by the total number of suppliers and customers of firm i, respectively. In the last column, High
(Low) means that the numerator of the treatment variables counts only the neighbours that are (not)

wholesalers. Low (high) in the second column refers to the interaction of the variables ȳD,v
ihc,t−1 and

ȳU,v
ihc,t−1 with an indicator variable zLow

i,t (zHigh
i,t ) for firm i having the value of the characteristic at the

top of the column below (above) the observed median value of that characteristic. In the last column,
High (Low) means that the firm is (not) a wholesaler. id-y refers to firm×year fixed effects; eu-s-z-y
refers to import origin×sector×zip code×year fixed effects. ∗p<0.1;∗∗p<0.05; ∗∗∗p<0.01.
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Table 7: Heterogeneity of peer effect by firm characteristics and peers characteristics (2)

Same

Industry

Same

ZIP code

Same

Province

Reciprocal

Relationship

ȳD,No
ihc,t−1

0.0092*** 0 .0115*** 0.0195*** 0.0103***

(0.0012) (0.0012) 0.0018) (0.0011)

ȳD,Y es
ihc,t−1

0.0177*** 0.0044 0.0048*** 0.0217***

(0.0034) (0.0026) (0.0014) (0.0037)

ȳU,No
ihc,t−1

0.0109*** 0.0138*** 0.0194*** 0.0107***

(0.0011) (0.0011) (0.0018) (0.0010)

ȳU,Y es
ihc,t−1

0.0161*** 0.0041* 0.0083*** collinear

(0.0027) (0.0021) (0.0012) with SY es
ic,t−1

N 1,238,540 1,238,540 1,238,540 1,238,540

fixed effects
id-y id-y id-y id-y

eu-s-z-y eu-s-z-y eu-s-z-y eu-s-z-y

clustering variable id-y id-y id-y id-y

Notes:The dependent variable is a dummy equal to one if a firm i belonging to industry×zip code h
starts importing from country c at year t. ȳD,v

ihc,t−1 and ȳU,v
ihc,t−1 for a given firm i denote the number

of importing suppliers and customers of firm i in category v divided by the total number of suppliers
and customers of firm i, respectively. v = Y es (v = No) refers to the group of peers that (do not)
belong to the same industry or are (not) located in the same zip code or province or (do not) form
a reciprocal relationship with firm i. id-y refers to firm×year fixed effects; eu-s-z-y refers to import
origin×industry×zip code×year fixed effects. ∗p<0.1;∗∗p<0.05; ∗∗∗p<0.01.
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Table 8: Descriptive statistics: characteristics of firms

(1) (2) (3)
EU-Starters non EU-Starters non-Starters
premium premium baseline

# Workers 6.3*** 10.8*** 9.6***
(0.5) (1.1) (0.1)

# Dom. suppliers 5.4*** 3.7*** 5.7***
(0.1) (0.2) (0.0)

# Dom. customers 4.6*** 3.4*** 5.5***
(0.2) (0.2) (0.0)

Int. input cost 474.2*** 592.3*** 309.9***
(32.3) (66.9) (6.3)

Total sales 1271.4*** 1442.2*** 921.7***
(87.1) (141.5) (10.7)

Sales to firms 474.1*** 643.8*** 289.0***
(43.1) (114.1) (6.4)

Domestic sales 1235.2*** 1407.1*** 918.4***
(86.8) (140.7) (10.7)

Sales per customer 51.1*** 31.3*** 95.4***
(9.7) (7.1) (1.3)

Labor productivity 66.8*** 31.1*** 178.2***
(10.2) (9.8) (1.4)

Avg. labor cost 1.5*** 1.6 28.1***
(0.5) (1.0) (0.1)

Number of firms 30320 13497 142705

Notes: Descriptive statistics for the year 2010 on the sample used for specification (5) of Table 1.

Monetary variables are in thousands of euros. We report the estimated coefficients obtained by regressing

one by one the relevant characteristics on a constant, a dummy for being an import starter from some

EU country and a dummy for being an import starter from some non-EU country. Int. input cost is the

total cost of inputs from domestic providers. Sales to firms are the value of sales to other domestic firms.

Domestic sales are sales to domestic firms and non-firms. Sales per customer are the average domestic

sales per domestic customer. Labor productivity is the ratio between total sales and the number of

workers. Int. input productivity is the ratio between total sales and the number of domestic suppliers.

Avg. labor cost is total labor cost divided by the number of workers. ∗p<0.1;∗∗p<0.05; ∗∗∗p<0.01.
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Table 9: Descriptive statistics: import behavior of peers

(1) (2) (3)
EU-Starters non EU-Starters non-Starters
premium premium baseline

# Dom. suppliers 3.9*** 2.0*** 3.2***
importing from EU (0.1) (0.1) (0.0)
# Dom. customers 2.6*** 2.1*** 2.3***
importing from EU (0.1) (0.1) (0.0)
# Dom. suppliers 2.6*** 2.0*** 2.2***
importing from non EU (0.1) (0.1) (0.0)
# Dom. customers 1.5*** 2.1*** 1.4***
importing from non EU (0.1) (0.1) (0.0)
Proportion Dom. suppliers 0.09*** 0.01*** 0.51***
importing from EU (0.00) (0.00) (0.00)
Proportion Dom. customers 0.09*** 0.04*** 0.46***
importing from EU (0.00) (0.00) (0.00)
Proportion Dom. suppliers 0.05*** 0.11*** 0.35***
importing from non EU (0.00) (0.00) (0.00)
Proportion Dom. customers 0.02*** 0.13*** 0.33***
importing from non EU (0.00) (0.00) (0.00)

Number of firms 30320 13497 142705

Notes: Descriptive statistics for the year 2010 on the sample used for specification (5) of Table 1.

Monetary variables are in thousands of euros. We report the estimated coefficients obtained by regressing

one by one the relevant characteristics on a constant, a dummy for being an import starter from some

EU country and a dummy for being an import starter from some non-EU country. ∗p<0.1;∗∗p<0.05;
∗∗∗p<0.01.
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Table 10: Observed probability to start importing by number of workers quintile

Probability Quintile

0.14 1
0.19 2
0.21 3
0.24 4
0.31 5

Notes: Row 1 reports the share of firms that start to import having the number of workers lower than

the first quintile of the distribution of number of workers in the sample used to estimate specification (5)

of Table 1. Other entries have analogous interpretations. Starters are firms that start to import after

2010.

46


	Introduction
	Relation to the Literature
	Data
	Import starters

	Empirical model
	Identification
	Strategy 1: Fixed-effect regression
	Strategy 2: Network instruments


	Main Results
	Effect Heterogeneity
	Firm characteristics
	Peers characteristics
	Firm and Peers characteristics

	Concluding remarks

